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20 points 1. Lety(k) the autocovariance function of second-order stationavggss on the in-
tegers. Prove that:

(a) y(0) =Var(X) ety(k) = y(—k) , Vke Z
(b) [v(k)| < y(0),VkeZ;
(c) the functiony(k) is positive semi-definite.

20 points 2. Consider a process that follows the following model:

m
Z [Ajcoqvit) +Bjsin(vjt)] ,te Z,

wherevy, ..., vy are distinct constants on the intenf@l 2m) andA;j, Bj, j =1, ...,
m, are random variables iy , such that

E(A)) = E(B))=0,EAH)=EBf)=0%,j=1,..,n,
E(AjA) = E(BjBy) =0, for j #Kk,
E(ABy) = 0,Vj, k.

(a) Show that this process is second-order stationary.
(b) For the case whemra= 1, show that this process is deterministic

[Hint: consider the regression &f on cogvit) and sirjv,t) based two obser-
vations.]



60 points 3. Consider the following models:
X =104+0.7 X1 — 0.2 X2+ W (1)

where{w :t € Z} is ani.i.d. N(O, 1) sequence. For each one of these models, answer
the following questions.

(@) Is this model stationary? Why?
(b) Is this model invertible? Why?
(c) Compute:
i. EO%);
i. y(k),k=1,...,8;
i. p(k),k=1,2,...,8.
(d) Graphp(k), k=1,2,..., 8.

(e) Find the coefficients ofy, U1, U2, U3 andu;_4 in the moving average
representation of;.

() Find the autocovariance generating functiorXaf
(g) Compute the first two partial autocorrelations¥gf

(h) If X10= 11, compute the best linear forecasiai based orX;o (only). Justify
your answer.

(i) If Xg =12, X9 =9 andX;po= 11, compute the best linear forecast@af and
X12 based on the pa3t up to time 10 Justify your answer.



