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ECONOMETRIC THEORY
EXERCISES9

MAXIMUM LIKELIHOOD METHOD
Reference: Gougroux and Monfort (1995, Chapter )

1. Consider the density function

P | 12 _
C(yr, .- ¥yn; 0) = WGXD{—Z;(M —9)2} :

(a) By modifying this density on a set of zero Lebesgue meashmav it is possible
to make the maximum likelihood estimator equajth , yi.

(b) Is it possible to preclude this type of manipulation?df sow?
2. In maximum likelihood problems, show that:

(a) the maximum likelihood estimator may not exist;
(b) multiple maximum likelihood estimators may exist.

3. Letl(y; 8), 8 € O, be a likelihood function such that

() ©is aconvex set
and

(b) log[¢(y; )] is a strictly concave function d.
Show that the maximum likelihood estimator@fs unique (if it does exist).

4. What happens to the maximum likelihood estimator when théehis reparameter-
ized? Justify your answer.

5. Let(#,Z) whereZ = (Ps ={(y; 0) - U, 8 € ©), a dominated parametric model,
andS(y) a sufficient statistic fob.



(@) If A =g(0) is aone-to-one function (bijection) éfand if the maximum likeli-
hood estimato# (y) of 6 is unique, how are the maximum likleihood estimators
of A and@ related? Justify your answer.

(b) What happens when the maximum likelihood estimatd &f not unique?
(c) Is the estimato@ (y) a function ofS(y)? Justify your answer.

. Consider the equilibrium model:

G = ap+b+u,
S = ap+Bx+ vy,
CIt == S>

whereq; is the quantity demandeqb; is the price,§ is quantity suppliedy; is an
exogenous variable, and the vectéus v;)', t = 1, ..., n are independent with the

same distribution
N 0 02 Oow
0/)'\ ow 03 :

(a) Find the reduced form of this model.

(b) How are the parameters of this reduced form related tetiiuetural form? Is
this model underidentified, just identified, or overideptiff?

(c) Find the maximum likelihood estimators of the reducend¥f coefficients.
(d) Find the maximum likelihood estimators of the struckicam coefficients.

. Give regularity conditions under which a sequence of mann likelihood estima-
tors converges almost surely to the true parameter value.

. Consider the following assumptions:

H1: the variable¥s, ..., Y, are independent and follow the same distribution with
densityf (y; 8), 6 € © CRP;

H2: the interior of© is non-empty, and@dg belongs to the interior a®;

H3: the true unknown valuéy is identifiable;

H4: the log-likelihood

n
Ln(y; 6) = _Zlog[f (vi; 8)] is continuous irf;
i=

H5: Eg, [logf (Y, 8)] is finite;
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H6: the log-likelihood is such thal%Ln(y; 0) converges almost surely to
Eg, [l0g(Yi; 8)] uniformly in 6 € ©;

H7: the log-likelihood is twice continuously differentialan open neighborhood of

Bo;
H8: 11(60) = Eg, [—%] is finite and invertible.

If 0, is consistent sequence of local maxima, show that the asyimplistribution
of y/N(Bn— B0) isN[O, 11(80) *].

LetYy, ..., Y, be a sample of independent identically distributed randanables
with distributionN [u, 02} wherepu # 0 ando > 0. Find the asymptotic distribution
of the maximum likelihood estimator ¢f=1/u.

LetYy, ..., Y, be a random sample of independent random variables fromxfie e
nential distribution with density:

f(y;8)=eV91,4.
(a) Which regularity condition is not satisfied in this prahl@

(b) How does,/n(8n— o) behave for larga?
(c) Provide the asymptotic distribution 6f.
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