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ABSTRACT

Different causal mechanisms have been proposed to link commodity pridesxahange rates,
with opposing implications. We examine these causal relationships empiricétiy, deta on three
commodities (crude oil, gold, copper) and four countries (Canada, #liasstNorway, Chile), over
the period 1986-2015. To go beyond pure significance tests of Gramogecausality and pro-
vide a relatively complete picture of the links, measures of the strength shligufor different
horizons and directions are estimated and compared. Since low-frgogdatacmay easily fail to
capture important features of the relevant causal links, daily and samialBe data are exploited.
Both unconditional and conditional (given general stock market comditamd short-term interest
rates) causality measures are considered, and allowance for “dédetséis made by considering
non-U.S. dollar exchange rates. We identify clear causal patterngigf®) is evidence of Granger-
causality between commaodity prices and exchange rates in both directioss awiltiple horizons,
but the statistical evidence and measured intensity of the effects are mmiegestin the direction
of commodity prices to exchange rates, especially at horizon one: the ohtasisality measures
in two different directions can be quite high; (2) causality is stronger aitdtorizons, and be-
comes weaker as the horizon increases; (3) conditioning on equity [iiheeS$&P500) does not
change the patterns of causality measures found in the unconditional ¢ds¢he main results
are robust to eliminating U.S.-dollar denomination effects and including a srontinterest rate
as the conditioning variable. In contrast with earlier results on the nafigbadility of exchange
rates, we find that the macroeconomic/trade-based mechanism playsah idatin exchange-rate
dynamics, despite the financial feature of these markets.

Key words: multi-horizon causality; causality measures; commaodity prices; exchateg spuri-
ous causality.

Journal of Economic Literature classification: F31, G15, G17.
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1. Introduction

The dynamic relationship between commodity prices and exchange ratettrhaeted much atten-
tion from both researchers and practitioners. Two main explanationsieaveproposed. The first
one suggests that changes in a commaodity price lead to changes in thegexchi@nof the corre-
sponding commodity currency. This idea commonly appears in both the chdiéarature [see, for
example, Chen and Rogoff (2003) and Chen (2004)] and press caamiesh The second expla-
nation stresses the financial and speculative features of foreigamyemarkets: exchange rates
can help predict economic fundamentals including commodity prices; seexdarple, Meese and
Rogoff (1983), Engel and West (2005), Cheung, Chinn and R&§2005), Rogoff and Stavrakeva
(2008), Chen, Rogoff and Rossi (2010), and Rossi (2013). Waikpthe first mechanism, commod-
ity prices should help predict exchange-rate movements. According tetioad one, the reverse
should happen. Thus, a central difference between these two akereaplanations lies in the
direction of causality in the sense of Wiener-Grarrger.

The first theory relies on macroeconomic and trade-theory arguments. dfoall open econ-
omy whose exports depend heavily on a particular commodity (for exampie fgoAustralia,
crude oil for Canada and Norway, copper for Chile), an increasedrptite of that commodity
should produce an upward pressure on the demand for its currenicy) lgads to an appreciation.
For instance, while crude oil is the largest Canadian export, Canadi#'stode oil production is a
small share of world output. The price of oil is determined by global suppdyceemand conditions
to which Canada contributes only modestly, while a change in the price of ®iaHarge effect
on the value of Canadian exports. This mechanism can be justified in sticeygpen economy
models with non-traded goods, a portfolio-balance model, and the tertnadef-hypothesis; see
Chen and Rogoff (2003) and Chen (2004). This type of explanatiggesis that exchange-rate
movements can be predicted by economic variables. However, statisticahegidhows that it is
generally difficult to forecast exchange rates, so economic modelschiege-rate determination
do not fare well from the empirical viewpoift.

Instead, according to the second theory, exchange rates are detérlikeemost asset prices —
by the net present value of fundamentals (including commaodity prices)hwhalies that exchange
rates should lead and therefore Granger-cause commodity pricesbstdel®and Rogoff (1996),
Engel and West (2005), Chen et al. (2010) and Alquist, Kilian and ¥igfn (20121,

1For example, David Parkinson writes in the Globe and Mail (Report orinBss, 10 April 2010, B14): “When
analyzing the loonie, always look at oil”; “loonie” is a colloquialism for then@dian dollar, a reference to the image
of a loon on the coin. In Bloomberg Businessweek (April 18, 2013paStan Boyd states: “Chilean Peso declines as
principal export copper reaches new low”. In the Wall Street Jduhdy 5, 2013), Vincent Cignarella writes: “ ... a
rise in the price of the precious metal would do wonders to boost the fstofthe Australian dollar”.

2This is the concept of causality that will be used throughout.

3For more general discussions of the theory and empirical evideneratiange rate markets, see e.g. Levich (1985),
Baillie and McMahon (1989), Baillie and Bollerslev (1990), Baillie and Bolkerg1994), Frankel and Rose (1995),
Froot and Rogoff (1995), Isard (1995), Obstfeld and RogofB@)9Mark (2001), Sarno and Taylor (2002) and Kilian
and Taylor (2003).

4For work on forecasting commodity prices (especially energy priseg)also Schwartz (1997), Schwartz and Smith
(2000), Pindyck (2001), Hamilton (2009), Alquist and Kilian (2010geRe and Vigfusson (2011), Bernard, Dufour,
Khalaf and Kichian (2012), Baumeister and Kilian (2012), Baumeistdriilian (2013), Baumeister, Kilian and Zhou



Here we examine empirically the causal relationship between commodity prdesarnnal ex-
change rates, using data on three commaodities (crude oil, gold, coppdguarcountries (Canada,
Australia, Norway, Chile), over the period 1986-2015. We emphasieadsues which should be
taken into account.

First, predictability and dynamic responses may depend on the time horizon, so itdgamip
to assess these links across different horizons. In particular, loakimltiple-horizon causality
does allow one to account for indirect causal links — which go throudbrdiit variables across
time — and may help to eliminate spurious findings of causation; see DufourearaliR (1998).

Second, given that causal links may theoretically exist in all directions, it is of irstet@ deter-
mine which links — in terms of direction and time horizon — matter most. This can beldomng
measures of the strength of causal links. Significance tests (for nm@ldg) are inappropriate for
that purpose: a large effect (from an economic viewpoint) may not listgtally significant be-
cause the data do not allow one to measure it precisely, and an economaggilfjisie effect may be
statistically significant because the effect, while small, can be very pre@sgigated. It is much
more informative to parameterize the relevant effects, compute point estifmatiesse parameters,
and eventually confidence sets; see Dufour and Taamouti (2010) #odDGarcia and Taamouti
(2012). Non-causality tests can provide evidence on the presermm$bimprovements from the
inclusion of different past variables, but do not indicate the magnitufiesol improvements.

Third, the proposed measures should be intuitive and easy to interpret withighiyarestrictive
parametric model. In particular, they should allow for a wide spectrum oduijo structures. To
this end, we use here the methodology of Dufour and Taamouti (201 @ afodr et al. (2012).

Fourth, it is well known that Granger causality is not generally invariant to aggjren: high-
frequency data may reveal patterns which are aggregated away indquehcy data, and causality
in low-frequency data can also be spurious; see Tiao and Wei (19/66)1982, 1990), Marcellino
(1999), Breitung and Swanson (2002), and Silvestrini and Vere2é33j. Indeed, as stressed in
Dufour and Renault (1998), the interpretation of Granger causalitgriigpon the forecast horizon
and data frequency. Data on commodity prices and exchange ratesgimallyr generated at very
high frequency. Quarterly data typically used in macroeconomic studiesbéa@ed by aggre-
gating high-frequency data over time. Spurious causality can be indulced intervals between
microeconomic decisions of economic agents are finer than those betwegle sdservations.

Fifth, commodity prices and exchange rates are set in active financial makketements in
such markets can be fast or short-lived, so low-frequency data nsdy fzl to capture causal links.

No earlier study of the behavior of exchange rates meets these objeciiveslosest papers
include studies of the relationship between real exchange rates antbrealodity prices based
on low-frequency €.9., quarterly) data; see Gruen and Wilkinson (1994), Amano and vandsord
(1995, 199&), Amano and van Norden (1988 Chen and Rogoff (2003), Cashina, Céspedes and
Sahay (2004), Issa, Lafrance and Murray (2008). Significarsts td the predictive relationship
between nominal exchange rates and commodity prices (including tests\aintiomal Granger
non-causality) are also reported by Chen (2004), Chen et al. (281ist et al. (2012), and
Ferraro, Rogoff and Rossi (2012). None of above studies caissiie magnitude of prediction
improvements using measures of the strength of causality.

(2013) and the references therein.



In this paper, we assess the strength of the underlying linkages beteeemaclity prices and
exchange rates by estimating causality measures at several horizorik mhirections. The mea-
sures used are based on the concepts and statistical methodology — inbloitinmpint estimates
(of causality measures) and confidence intervals — described in DafeLifaamouti (2010) for a
general time-series framework, and Dufour et al. (2012) in the coofdngh-frequency data (as in
this paper). In particular, the statistical setup we consider allows forgeassumptions, such as
stationary invertible vector autoregressive moving average (VARMA) tsodBoth unconditional
and conditional (given stock price and interest rate movements) measaresnsidered.

We examine these causal relationships empirically, using data on three commitige oil,
gold, copper) and four countries (Canada, Australia, Norway, Ghol@r the period 1986-2015.
In conditional causality analyses, we include an indicator of the leveluifyepgrices (the S&P500
index) or a short-term interest rate. To account for possible spucimm®vements due to the fact
that exchange rates and commodity prices are all denominated in U.S. daltalar(effects”), we
also consider some alternative currency benchmarks.

Section 2 introduces the framework we use, involving the statistical conoeptslti-horizon
causality and measures. Section 3 gives a detailed description of data tisisdstudy and reports
and discusses the empirical results. Section 4 concludes.

2. Framework

The main objective of this paper is to examine high-frequency causality bete@mmodity prices
and exchange rates using daily and intra-day data. In this section, welogrdhe statistical con-
cepts of multi-horizon causality and causality measures that we use.

2.1. Causality at different horizons

Granger (1969) introduced the concept of causality in terms of predittadt horizon one of a
(vector) variableX from its own past, the past of another (vector) variabland possibly a vector
Z of auxiliary variables; this has come to be known as Granger causalitycdhéept has become a
fundamental notion for studying dynamic relationships among time series. Antampextension
was proposed by Dufour and Renault (1998) who generalized thennoftiGranger causality by
considering linear causality at a given (arbitrary) horizoand derived necessary and sufficient
conditions for non-causality between variables up to any given hotizn< h < ), allowing
the possibility of indirect causality. This indirect causality in the presencaugiliary variables
can be used to distinguish short-run and long-run (non)causality: xemngle, althougly does
not Granger-caus¥ at horizon one, it may nonetheless help to predicteveral periods ahead
though transmission by a vectarof auxiliary variables. The importance of the distinction between
correlation and causality is also underscored when considering hstizoger than one period.

Dufour and Renault (1998) defined linear causality at any given twofiz> 1 in terms of
orthogonality between subspaces of a Hilbert space of random variaidhefinite second moments.
We will adopt the notation used in Dufour and Taamouti (2010). We denote la Hilbert space
of real random variables with finite second moments. Define the “referfiermation set1 =



{It):teZ, t>w}andt <t' = 1(t) CI(t) for all t > w, wherel(t) is defined on Hilbert
subspace of?, w € Z U {—o} represents a “starting point”, arflis the set of the integers. Let
be a (possibly empty) Hilbert subspaceldf which contains information common to alt) [e.g.,
the constant in a regression model], and asstime | (t). Consider three multivariate stochastic
processesX = {X(t):teZ, t > w}, Y ={Y(t):t€Z, t > w}andZ = {Z(t) :t € Z,t > w},
whereX (t) = (X1 (t) ..., Xm (1)), YO) = (Y2 (1) 1+, Ym (1), Z(t) = (z () ..., Zmy (1)), With
numbers of components; > 1, my > 1, mg > 0, andx; (t), yi (t), z (t) € L2, for all i. Denote by
X(w,t], Y(w,t] andZ(w,t] the Hilbert spaces spanned by the components of varidyl¥sandZ
respectively up to time Then information set (t) andlxy (t) are defined akk (t) =1 (t) + X(w, t]
andlxy (t) = 1(t) + X(w,t] +Y(w,t], andZ(w,t] is assumed to be included lift).

For any information seB(t) (some Hilbert subspace bf), given a positive integdr, we denote
by P[X(t+h) | B(t)] the best linear forecast &f(t + h) based on the information sBtt), by

UL [X(t+h) | B(t)] = X(t+h) —P[X(t+h) | B(t)]
the corresponding linear forecast error, and by
Z[X(t+h) | B(t)] = E{UL[X(t+h) | B{OJU[ [X(t+h) | Bt)]}

the variance-covariance matrix of the linear forecast error (or meaersd error, MSE). Thus we
have the following definition of non-causality at any given horibon 1 [see Dufour and Renault
(1998) and Dufour and Taamouti (2010)].

Definition 2.1 NON-CAUSALITY AT HORIZON h. Y does not cause X at horizon h given |,
denotedYﬂh»X |1, iff

PIX(t+h) [1x ()] = PX(t+h) [ Ixy (t)].

We can define non-causality frodto Y at horizonh similarly. This definition concerns the
conditional non-causality with auxiliary variables, which may transmit indicecisality between
variables at horizons higher than one, even if there is no direct cauatlityrizon one. IZ is
dropped from the information sahg = 0), then the above definition represents unconditional non-
causality. In the absence of auxiliary variables, unconditional noradiiy at horizon one implies
non-causality at any horizdm(which can be unbounded); see Dufour and Renault (1998).

2.2. Measuring causality across horizons

Rejecting non-causality hypotheses in statistical tests implies that certainlearaln help in fore-
casting others [Dufour, Pelletier and Renault (2006)]. Of coursgsstal significance depends on
the data and test power, and the outcomes of such tests do not rephesmaignitude of causality.
Geweke (1982, 1984) interpreted causality measures as the propbrédnoetion in the forecast
error variance of a variable available by taking into account the paghef wariables. Dufour and
Taamouti (2010) make multi-horizon extensions of such measures in thexcohteset of linear
invertible processes (including VAR, VMA, and VARMA). The latter authoote that “building



causality measures at different horizons, along with associated cocdidetervals, can yield a
much more informative analysis of Granger causality than tests of nomlislis
Following Dufour and Taamouti (2010), we measure causality at hohzed as follows.

Definition 2.2 CAUSALITY MEASURE AT HORIZONh. Forh>1,

det{Z [X(t+h) | Ix(t)]}
det{Z[X(t+h) | va(t)]}] .

is the mean-square causality measure fromY to X at horizon h, given .

CL(Y - X |1) =1

A causality measure frotd to 'Y at horizonh is defined in a similar way. Fory = mp = 1, the
above definition reduces to

[ o?X(t+h) | Ix ()]
cL(Y - X| 1) =In |:0'2[X(t+h) | Ixxv(t)]} '

This definition allows for conditional causality with auxiliary variables.ZIfs empty (mg = 0),
Definition 2.2 defines an unconditional causality measure. This causalityunedasonnegative,
and zero if and only if there is no causality at the horizon considered;ighehthe value of the
measure, the stronger is the causal relationship. When non-causalityejestsn both directions,
causality may nonetheless be much stronger in one direction, the feateiadetty causality mea-
sures. Furthermore, confidence intervals for causality measuresmadeomore powerful tests for
non-causality at any given horizon, and help determine how long theloaffiscts will last.

2.3. Causality measures in VARMA models

We now describe parametric representations of causality measures imthgtad linear invertible
VARMA models of finite order, which will be used in the empirical analyseswekor simplicity,
we assume (t), andY (t) are univariate processesy(= m, = 1). The discreten x 1 vector pro-
cess with zero meaW(t) = (X(t)’,Y(t)’,Z(t)’)' defined onl? is characterized by a stationary and
invertible VARMA(p, g) model,

p q
- _ZlgoiW(t—i)Jr Zl(l)ju(t— i) +u(t) (2.2)
i= =

whereu(t) is m-dimensional white noise process with non-singular variance-covariaatrix 2,
andm= my + m + mg. Hereafter, we calWV(t) defined in (2.2) the unconstrained model.

To measure causality froM to X at horizonh, we need to know the structure of the marginal
procesd\p(t) = (X(t), Z(t)’)'. According to Litkepohl (1993), it follows a stationary VARMAE
mp, q < (m—1)p+q):

\/\lo(t):_zl Wo(t —i) i et—j)+et) (2.3)



wheree(t) is mp-dimensional white noise process with non-singular variance-covariaatrix >,
andmy = m; + mg. Hereafter, we cal\p(t) defined in (2.3) the constrained model.
Under stationarity\V(t) has a VMA(») representation,

=5 =) (2.4
i=

wherey, = Im, andy; for j > 0 can be represented as functions of¢ghand¢; coefficients. The
forecast error of linear forecast Wf(t + h) based or (t), and its variance-covariance matrix are
given by

UL[\N( +h “W %4/] +h—j (2.5)

h—1

h—1
ZW(t+h) [lw(t)] = J;)LIIJE [ut+h—ju't+h—j]yj= Zowjzuw’j, (2.6)

wherely(t) = I(t) + X(w,t] + Y(w,t], and the information sei(t) containsZ(w,t]. Then the
unconstrained MSE for the linear forecastdt + h) is

h—1

oZ X (t+h) [ w(t Z)le i (2.7)

whereJ; is amdimensional vector taking the value of one only at the first place, arcatehe
other places. Similarly, the constrained model (2.3) can be written as a ¥M#AQdel,

=i@w—m (2.8)
j=

wherey = Imy, andy; for j > 0 are functions of the_)i and¢; coefficients. The forecast error for
the linear forecast di\p(t + h) based oryy, and its variance-covariance matrix are then given by:

h—1
UL[VVo(tJrh)Ilwo(t)}:%%e(ﬂrh—j) ; (2.9)
=

SMb(t+h) | In (1) zow Ele(t+h—j)€(t+h—j)] Z)w ST (2.10)

wherelw, (t) = I(t) + X(w,t] and the information sdt(t) containsZ(w,t]. Thus the constrained
MSE for the linear forecast of (t + h) is

o?[X(t+h) |l %Jolll Zeli (2.11)



whereJy is amg-dimensional vector taking the value of one only at the first place, aralateghe
other places. Consequently, the causality measure YréorX conditional onl at horizonh can be
represented by

qwﬁxmzm

G2 [X (t+h) | I (t)]] o [Z?:éaotﬁjzetﬁ’pc’)] | (2.12)

GZ[X (t+h) [l (1)] NP

To estimate the causality measure consistently without using maximum likelihooahlomes
least squares, which involve complicated nonlinear optimization and arddirestifficult to use
in the context of bootstrap inference procedures, we use the linear gstimpproach proposed in
Dufour and Taamouti (2010).

Under the assumption th&¥(t) is invertible, it can be written as an infinite autoregressive
process:

W(t) = iniW(t—i)Jru(t). (2.13)

Given a realizatioqW(1),...,W(T)}, we can approximate (2.13) by a finite-order VAqR(hodel,
wherek depends on the sample sike

W(t) = _imkwa i) ugt). (2.14)

The least-squares estimators of the coefficien(ls) = [Tk, Tk, - . ., T] Of the VAR(k) model
(2.14) and the variance-covariance matkiy, of the error termuy(t), are denoted ag(k) and
fu‘k respectively. Then, we can uggk) to calculate the estimator of; in (2.4), denoted aéljk
for j =1,..., h; see Dufour and Taamouti (2010).

Under general condition8yy(t) has a VAR¢) representation:

Wo(t) = _iﬁivvoa —i)+elt), (2.15)

which can also be approximated by a finite-order VAR model, where fordheemience of com-
parison, we choose the same orldes for the unconstrained model:

k
Volt) = 3 Fb(t 1) +ex(0). (2.16)

The least-squares estimators of the coeffician(is) = [, T, . - -, Tk] of the VAR(K) model
(2.16) and the variance-covariance matii of the error termg(t) are denoted af(k) and 2¢y
respectively. Then, we can uggk) to calculate the estimator @f; in (2.8), denoted ag;, for
i=1....h

Finally, an estimator of the causality measure fréito X conditional onl at horizonh is given



by

A ) =In [Z?:(%Joa’jkie|kq1/jk36] (2.17)

C. (Y — X — =
S h W Zudid

h
Dufour and Taamouti (2010) proved the consistency and asymptotic tityrofahis estimator
of the causality measure. That is,

T2 IGL(Y = X [1) =CL(Y = X| I)] SN[0.0Z(n)

whereo? (h) = DcQDg, Dc = 9C (Y —X| 1)/06’, 6 = (vec(r)’, vech(%,)')’, Q is the asymp-

totic variance-covariance matrix &‘, vec denotes the column stacking operator, and vech is the
column stacking operator that stacks the elements on and below the diagbndhahe empiri-

cal implementation below, we estimate the unconditional and conditional causafsunes up to
horizon ten, based on (2.17), where the valu& &f chosen according to the Akaike information
criterion (AIC) as suggested by Lewis and Reinsel (1985).

As noted in Dufour and Taamouti (2010), analytical differentiation of thesality measures
with respect tdd is very difficult, so a bootstrap approach is a better choice. We there$er¢he
eight-step residual-based bootstrap method proposed in Dufour amb@iag2010) to compute
the confidence interval of the causality measure at given hohzdime asymptotic validity of the
residual-based bootstr&} (Y - X |1) is proven in proposition 8.2 in Dufour and Taamouti (2010):

TG (Y X [1) =Cu(Y - X | 1)] % N[0, o2 (h)]
whered? (h) is defined as above.

3. Empirical results

In this section, we first describe our data, and then report the resultsiedausality tests at horizon
one as well as numerical measures of the magnitude of a causal effadtigle horizons. Because
our aim is to identify general patterns rather than to examine a single spexstc we present
results on multiple currencies and methods of treating the data. Most of dinggare presented
graphically in order to synthesize a large body of evidence in a relatieelyenient format. We first
report the detailed results, and then summaries of key observations. Wextmaine the robustness
of the main results to alternative choices of exchange-rate numerair@aditicning variables.

3.1. Data and methods

We consider four commodity-exporting, small open economies with floatinhaexge rates:
Canada (CA), Australia (AU), Norway (NO) and Chile (CL). We use dd#&ta on nominal ex-
change ratesH), commodity spot prices{om) and the S&P 500 index pricé4;) and short-term



Table 1: Data description

Canada
CAD/USD, CAD/GBP, CERI, WTI crude oil price, CTB3 02/01/1986 - 3115

Australia

AUD/USD, AUD/JPY, AUD(TWI), Gold price 02/01/1986 - 31/07/2015
Norway

NOK/USD, Brent crude oil price 20/05/1987 - 31/07/2015
NESR3 08/01/2003 - 31/07/2015
Chile

CLP/USD, Copper price 02/01/1996 - 31/07/2015
S&P500 index price 02/01/1986 - 31/07/2015

Note — Data sources. The daily CAD/USD, CAD/GBP and CERI are from 8tatiSanada. The WTI crude oil price and
Brent crude oil price are from Energy Information Administration. @ady Canadian 3-month Treasury bill rate (CTB3)
is from the Bank of Canada. 5-minute data on CAD/USD, WTI crude oilepaicd S&P500 index price are from CQG
data factory [http://www.cqg.com]. The daily AUD/USD, AUD/JPY and WTé drom the Reserve Bank of Australia.
The daily gold price is the London pm fixing from the London Bullion MarkssAciation (LBMA). Daily NOK/USD,

NOK/GBP and Norwegian 3-month effective synthetic rates (NESR3jrane the Norges Bank. Daily CLP/USD is
from the Central Bank of Chile. The daily copper price is the London Mexahange (LME) price obtained from the
Chilean Copper Commission and Quandl. The daily S&P500 composite ahalsirg price comes from Yahoo Finance.

interest ratesi] over the period 1986-2015The nominal exchange rates includes six bilateral rates
expressed as a number of domestic currency units per foreign cyrf@A®/USD, CAD/GBP,
AUD/USD, AUD/JPY, NOK/USD and CLP/USD), and two effective exchamgtes: the Canadian-
dollar effective exchange-rate index (CERI), and the Australian-divfide-weighted index (TWI).
Four commodities (West Texas Intermediate (WTI) crude oil, Brent cridgaid and copper) are
all priced in U.S. dollars. We use the daily closing level of the S&P 500 indenasixiliary vari-
able, because it is an indicator of the general level of asset pricés) wiay have predictive power
for both commodity prices and exchange rates. We also consider twotsharinterest rates as
auxiliary variables: the Canadian 3-month treasury bill rate (CTB3), aadNtirwegian 3-month
effective synthetic rate (NESR3). Further, we examine the case of thad@an dollar at 5-minute
frequency over 2005-2009. Data descriptions, notation and socareetisplayed in Table 1.

As already noted, we use the price of a single dominant exporting commodigadéh country
instead of the price of a country-specific commodity index. We focus on tiquical pairs of
commodity prices and exchange rates: the Australian dollar and the pricddof@pnadian dollar
and the WTI crude oil price, Norwegian krone and the Brent oil prioe, @hilean peso and the

SResults on the daily data over the period 2000-2009 are available in aneraréiveion of this paper [Zhang, Dufour
and Galbraith (2013)]. They are qualitively similar to those presentesl her



price of copper.

We perform standard augmented Dickey-Fuller tests on the logarithms oktharege rate,
commodity price and S&P500 price (denoted by lower case gefgom andpsp) and their first dif-
ferences (denoted usinly e.g.Ae, Apcom andApsp). The results (not reported) suggest that these
variables in the logarithms level may be non-stationary, and that the consisig first differences
are all stationary. We therefore model the first difference following afiitigmic transformation in
each case, as VAR) model,

W(t) = rro+_irriW(t—i)+u(t) (3.1)

whereW(t) = (Ae(t),Apcom(t))’ for unconditional causality; for conditional causalit(t) =
(Ae(t),Apcom(t),Apsp(t))” or W(t) = (Ae(t),Apcom(t),i(t))’; and the value ok is chosen ac-
cording to the Akaike information criterion (AIC). Given this model, we firgttthe null hy-
pothesis of non-causality between the exchange rate and commodity prieadio country at
horizon one (one-day ahead), without or with an auxiliary variable. éxample, for testing the
null hypothesis that WTI oil price does not cause CAD/USD unconditiorstlligorizon one [de-
noted asHy: WTI oil - CAD/USD], a Wald-type test can be applied to test the restriction of
M)y, = [MR]y = ... = [M]1, = 0 in model (3.1), wher&V(t) = (Aecapus(t), Apoil(t))’. The
p—values of non-causality tests will be reported in tables. To compare thgttrehcausality in
different directions across multiple horizons, we then apply the method irteadin Section 2 to
estimate unconditional and conditional causality measures up to horizon tedaffeahead) and
build bootstrap confidence intervals. The results of causality measurdsewillesented in figures
for the convenience of comparison.

In the following sub-sections we report and discuss the results for Wi&rdlenominated
exchange rates, and then two robustness checks: non-U.S. doltamikated exchange rates, and
the use of interest rates rather than equity prices as conditioning variables

3.2. U.S. dollar-denominated exchange rates

We first report and discuss the empirical results concerning Grarayecawusality tests at hori-
zon one, and multi-horizon causality measures for U.S.- dollar-denominatbdrege rates €.,
exchange rates based on the U.S. dollar as numeraire, so that, for exdrapgBAD/USD is the
exchange-rate measure taken for Canada). The resphuadues for unconditional and conditional
Granger non-causality tests at horizon one for these exchange pgiesaran Tables 2 and 3. In
the figures we present a large set of results on measurement of thgttstoécausality in order to
uncover broad patterns present in the data, and we summarize thesespattbe text.

The results of the unconditional non-causality tests in Table 2 show that cdityrtmcurrency
non-causality is strongly rejected in all cases. This is true in cases witlitiomiig on the S&P500
index level (Table 3). Results on currency to commodity non-causality arednjpx—values are
typically bigger than or in the neighborhood of the conventional 0.05 leutlate significant only
in the Chilean case at this standard level.

While the Granger-non-causality test results provide strong evidenefects in the direction
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Table 2: Unconditional Granger non-causality tests at horizon one
(CAD/USD, AUD/USD, NOK/USD and CLP/USD)

Canada (03/01/1986 - 31/07/2015) Australia (03/01/1986 - 31/07/2015)

WTI oil » CAD/USD 0000 gold—- AUD/USD 0.000
CAD/USD » WTI all 0.082 AUD/USD- gold 0053
Norway (21/05/1987 - 31/07/2015) Chile (03/01/1996 - 31/07/2015)
Brent oil = NOK/USD 0000 copper~ CLP/USD 0000
NOK/USD - Brent oil 0127 CLP/USD+ copper 0022

Note — Tests are based on model (3.1) whafe) = (Ae(t),Apcom(t))’. WTI oil - CAD/USD denotes the null hy-
pothesis of unconditional Granger non-causality at horizon one frarhdiVprice to CAD/USD. The other notations are
analogousP—values of tests are reported in the table.

of commodity price to exchange rate at horizon one, there is some evideaffeats in the other
direction as well. However, these tests are restricted to horizon onepamut grovide measures of
the strength of causality between variables. In cases where we rejeuirnibfmausality hypothesis
in both directions, the tests may mask the potential difference in the strengtbsef dffects; in
some cases, causality may be very weak even if non-causality is rejectethevéfore turn next
to measures of the magnitudes of these effects across multiple horizongjtoantpe causality
measures using the methods described in Section 2. The results aredqportarily through
graphics.

The unconditional U.S. dollar-denominated causality measures are @ pothe left columns
of Figures 1-4, and the conditional causality measures are reported iighihe€olumns of these
figures, in each case up to a ten-period horizon. A causality measurggtcatly significant when
the confidence interval does not include the value zero; for examepte tfre top left panel of Figure
1, we can conclude that crude oil has significant predictive powah&CAD/USD exchange rate
up to 3 days. In reading the figures, note that vertical scales may ddfigilitate comparisons we
have therefore included a number of panels in which effects in the twdidineare recorded on a
common scale.

We note a few broad patterns that are observable in the fig(tgsausality measures usually
have the highest value at horizon one and decrease with increasthigtiore horizon, and tend to
converge toward zero with increasingly tight confidence intery@lsin cases where non-causality
is rejected in both directions, causality measures in the two directions canlypieaistinguished

to some extent(3) in cases where the non-causality hypothesis is not rejected, we find the co

responding measures are low but still statistically significant, which may indibatecausality
measures provide a more powerful way to test Granger non-causality.

In the unconditional cases, we observe (see the bottom left panelsupéFity- 4) that causality
running from commodity to currency is stronger than in the opposite directibarezon one in all
cases; thereafter the effects drop off rapidly and are not clearly gissihable. In particular, the
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Table 3: Conditional Granger non-causality tests at horizon one - comalittm S&P500 price
(CAD/USD, AUD/USD, NOK/USD and CLP/USD)

Canada (03/01/1986 - 31/07/2015) Australia (03/01/1986 - 31/07/2015)
WTI oil -» CAD/USD | S&P500 0001 Gold-+ AUD/USD | S&P500 0000
CAD/USD - WTI oil | S&P500 0042 AUD/USD-» Gold| S&P500 0055
Norway (21/05/1987 - 31/07/2015) Chile (03/01/1996 - 31/07/2015)

Brent oil -» NOK/USD | S&P500 0000 Copper~» CLP/USD| S&P500 0000
NOK/USD - Brent oil | S&P500 0065 CLP/USD— Copper| S&P500 0013

Note — Tests are based on model (3.1) what) = (Ae(t),Apcom(t),Apsp(t))’. WTI oil - CAD/USD | S&P500
denotes the null hypothesis of Granger non-causality at horizon one\WTI oil price to CAD/USD conditional on
S&P500 price. The other notations are analogéusvalues of tests are reported in the table.

ratio of causality measures in the two directions at horizon one can be guitefbigexample, as
high as 3 for Canada, 10 for Australia and Norway, and over 30 fde@hfavor of causation from
commodity price to exchange rate.

The lesson is essentially the same in conditional cases, conditioning here &&Ehindex
value. The bottom right panels of Figures 1 -4 provide summary resultsrafitional cases: the
strongest effects are measured at horizon one, where the commodityrémcy direction domi-
nates in all cases.

Globally, these results suggest stronger causation from commodity prigettargye rate rather
than vice versa. We will now examine whether the elimination of dollar effect®oditioning on
interest rates has an effect on the overall pattern.

3.3. Robustness checks

We first check robustness to the use of non-U.S. dollar-denominatédhrexe rates (alternative
currency benchmarks and the effective exchange rates) for Gaanadl Australia, using GBP-
denominated Canadian dollar (GBP/CAD), the Canadian effective egehate index (CERI),
JPY-denominated Australian dollar (AUS/JPY), and the Australian tradehtezigexchange-rate
index (TWI). Adequate data with which to check robustness to the useodft&mm interest rates
rather than the level of equity prices as conditioning variables, are alaaky for Canada and
Norway: the Canadian 3-month treasury bill rate (CTB3) and the Norwegjimonth effective
synthetic rate (NESR3). We also examine the use of 5-minute data, availaldé fwices, the
CAD/USD exchange rate and S&P500 index price for a shorter sample.

Tables 4 and 5 give unconditional and conditional statistical inferencthéoalternative cur-
rency benchmarks. The results are qualitatively similar to those for the Oli&r-denominated
currencies, with one noteworthy exception: evidence of commodity toreyreausality does not
appear in the case of the Canadian dollar exchange rate with respectliogSt€his result can
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Table 4: Unconditional Granger non-causality tests at horizon one
(CAD/GBP, CERI, AUD/JPY and AUD(TWI))

Canada (03/01/1986 - 31/07/2015)
WTI oil - CAD/GBP 0295  WTloil» CERI 0000
CAD/GBP— WTloil  0.847  CERI-» WTI oil 0.107

Australia (03/01/1986 - 31/07/2015)
Gold» AUD/JPY 0000 Gold-» AUD(TWI) 0.000
AUD/JPY - Gold 0363 AUD(TWI) - Gold 0304

Note — Tests are based on model (3.1) whaig) = (Ae(t),Apcom(t))’. WTI oil - CAD/GBP denotes the null hy-
pothesis of unconditional Granger non-causality at horizon one frarhdiVprice to CAD/GBP. The other notations are
analogousP—values of tests are reported in the table.

Table 5: Conditional Granger non-causality tests at horizon one - comalittm S&P500 price
(CAD/GBP, CERI, AUD/JPY and AUD(TWI))

Canada (03/01/1986 - 31/07/2015)
WTI oil - CAD/GBP| S&P500 0612 WTI oil » CERI| S&P500 0002
CAD/GBP -+ WTI oil | S&P500 0928 CERI-» WTI oil | S&P500 0092

Australia (03/01/1986 - 31/07/2015)
Gold - AUD/JPY | S&P500 0000 Gold-+ AUD(TWI) | S&P500 0000
AUD/JPY - Gold | S&P500 0706 AUD(TWI) - Gold | S&P500 0188

Note — Tests are based on model (3.1) whatg) = (Ae(t),Apcom(t),Apsp(t))’. WTI oil - CAD/GBP | S&P500
denotes the null hypothesis of Granger non-causality at horizon 1 ¥k&rhoil price to CAD/GBP conditional on
S&P500 price. The other notations are analog®uisvalues of tests are reported in the table.
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Table 6: Conditional Granger non-causality tests at horizon one - comalittm interest rate
(CAD/USD and NOK/USD)

Canada (03/01/1986 - 31/07/2015)
WTI oil » CAD/USD| CTB3 0001
CAD/USD - WTI oil | CTB3 0102

Norway (08/01/2003 - 31/07/2015)
Brent oil -~ NOK/USD | NESR3 0000
NOK/USD - Brent oil | NESR3 0101

Note — Tests are based on model (3.1) whai@) = (Ae(t),Apcom(t),i(t))’. WTI oil - CAD/USD | CTB3 denotes
the null hypothesis of Granger non-causality at horizon one from Wrice to CAD/USD conditional on CTB3. The
other notations are analogou--values of tests are reported in the table.

be seen as a form of falsification test: Sterling was itself a heavily commoditeidéd currency
through a large part of this sample period, when North Sea oil sales Ww#reiapeak; oil prices
may therefore have be expected to affect the two currencies in a similasaiheir relative value
is not greatly affected.

For the other non-U.S. dollar-denominated exchange rates, as well affébtive exchange
rates, we find evidence of causality running from commodity prices to exgheates, but not for
the opposite direction, in both unconditional and conditional analyses.

To assess the strength of causality under the alternative exchandserafemark, compare
Figure 1 with Figures 7 and 8 (Canada) and Figure 2 with Figures 9 andlulirélia). Comparing
Figure 1 with Figure 8, we see nearly identical results, since the weighedfi8. dollar in the
Canadian dollar effective rate is over 80%. This is not the case whenasorgpFigure 1 with
Figure 7, in which we treat the CAD exchange rate relative to GBP. Treeimdicated above, the
effect of oil price changes is expected to be similar for both the CanadidmBatish currencies,
leading to reduced observable effect of the oil price on this particutdragge rate. But the reverse
effect drops even more: the causality measure from the gold price to CBDi€stronger than that
in the opposite direction, across multiple horizons.

For the Australian data, comparing Figure 2 with Figures 9 and 10, we\abseanilar pat-
terns: causality from commodity price to exchange rate is stronger than plsitggdirection up to
horizon ten, though the magnitudes of the effects are lower in the latter. cases

Table 6 provides statistical evidence for Canada and Norway, wheuseva short-term (three-
month) interest rate as conditioning variable rather than the level of equigsp{the S&P500
index price). As in previous cases, we can only reject the null hypistloésion-causality from
commaodity to currency, but not in the other direction.

The effect on causality measures of this change of conditioning variableréplacing the
equity price variable with short-term interest rates) can be observedimdsi® and 6 for Canada
and Norway respectively. On comparing two columns of Figure 5, we saettie results are
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gualitatively the same, but including the short-term interest rate increasestinitude of causality
from the exchange rate to the commodity price. From the comparison of thedlgimn with the
left one of Figure 6, we see that the patterns are qualitatively similar with sligingfgr magnitudes.
The results also suggest that the interest rate helps to identify a causatioeXchange rates to
commaodity price across multiple horizons, although itis weak. Overall, thefiadimare consistent
with our previous conclusion: causality from commodity price to exchangeigatronger than in
the opposite direction, especially at short horizons.

A final robustness check involves the use of 5-minute data on oil prick®xarhange rates,
available for Canada only. This sample extends from 03/01/2005 to 3102/Z0he causality
measures are presented in Figure 11, which is similar to Figure 1 but atrtiieufe frequency.
The 5-minute results qualitatively agree with the daily ones. There is weakregdof Granger-
causality in both directions, but it is stronger in the direction of commodity priextbange rate,
at horizon one. The measures drop quickly after horizon one, andftbreedces between measures
in the two directions are small.

Globally, the above sensitivity analysis corroborates the conclusionsedta the previous
subsection: Granger-causality from commodity prices to exchange ratasls stronger than for
the opposite direction, especially at horizon one; it is weaker in both directbother horizons.
Statistical inference is compatible with this conclusion, providing very streitgace of Granger-
causality from commodity prices to exchange rates, but mixed evidence abasal effect in the
opposite direction.

4. Conclusion

Both popular commentary and economic reasoning based on demand fartéectes of small
open economies suggest that causality should run from commaodity priceshange rates, but the
present value model of forward-looking exchange rates implies thhaexe rates should Granger-
cause commodity prices. The debate on the direction of causality between disnprices and
exchange rates is still open. Here we have examined higher-frequaunsgl relationships between
exchange rates of four typical commodity economies (Canada, Norwesgralia, and Chile) and
the prices of their corresponding dominant exporting commodities (crudeadd, gnd copper).
We use daily and 5-minute data to reduce time-aggregation effects. In adaiiomave applied
the concept of multi-horizon causality measures to compare the strengthsafl calationships, to
provide more powerful non-causality tests, and to determine how long tisaloeffects will last.

In contrast with previous studies, our results suggest that uncondiind&onditional causality
running from commodity prices to exchange rates is stronger than that inpgiasite direction
across multiple horizons. In more detail, we find that (1) there is evidenGrariger causality
between commodity prices and exchange rates in both directions across nhdtiglens, but the
evidence and measured strength are much stronger in the direction of caynprime: to exchange
rate (the macroeconomic/trade mechanism), especially at short hori2)regusality is stronger
at short horizons, and becomes weaker as the horizon increasesn{Btioning on S&P500 price
does not change the patterns of causality measures found in uncoriditises. (4) eliminating
dollar effects tends to weaken further the evidence of causality frotmaexe rates to commodity
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prices, and reveals a more definite pattern where causality from commadig py exchange rates
is stronger than causality in the reverse direction across multiple horizothg¢5athe main results
are robust to including interest rates as conditional variables.

These results suggest that the macroeconomic/trade-based mechanisomexden the intro-
duction plays a central role in exchange-rate dynamics, despite theiihbaatures of these mar-
kets. To “see” these effects in the data, it is however important to corsisleificiently high data
frequency and to use an appropriate causal methodology. The rdsaltsaerscore the facts that
the interpretation of causality depends on time units and observation intedeis ffequency),
and that causality measures present a more informative analysis ofeg@gsality than tests of
non-causality alone.

High-frequency data are potentially very fruitful in causality studies, aligws to distinguish
with high resolution between immediate and lagged effects corresponding ifféredt agents’
interests. However, there remain further avenues to investigate. Fopéxan our causality mea-
sures with 5-minute data, we estimate the VAR model at this frequency andubalibameasures
lasting up to 11 periods, that is, only about one hour. If we were to allogdpperiods for the
effects to develop we would need a large number of lags in the VAR modeifigagrestimation
efficiency. One possible method of handling this difficulty is to use mixed-datghng (MIDAS)
and mixed-frequency VAR (MF- VAR) approaches [Ghysels, SartaaCand Valkanov (2004),
Ghysels, Sinko and Valkanov (2007), Ghysels, Hill and Motegi (2@1®) Kuzin, Marcellino and
Schumacher (2010)]. Furthermore, it is interesting to consider owropke tests for Granger
causality [Inoue and Kilian (2004) and Chen (2005)]. Another worilemextension would be to
examine causality between volatility of commaodity prices and exchange rategthsisoncept of
second-order causality [Granger, Robins and Engle (1986), Cordteiaberman (2000), Hafner
(2009), and Dufour and Zhang (2015)].
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Figure 2. Causality measures between AUD/USD and gold price

(unconditional and conditional on S&P500 price)
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Figure 4. Causality measures between CLP/USD and copper price
(unconditional and conditional on S&P500 price)
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Figure 5. Causality measures between CAD/USD and WTI oil price
(unconditional and conditional on CTB3)
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+ Conditional:W(t) = (Aecapusp(t), A pail (1), icTes(t)) andk = 9.
e Data: Daily CAD/USD, WTI oil price and Canadian 3-month Treasury bill (&t€B3) are from
03/01/1986 to 31/07/2015.
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Figure 6. Causality measures between NOK/USD and Brent oil price
(unconditional and conditional on NESR3)

Unconditional causality measures from Brent oil price to NOK/USD Causality measures from Brent oil price to NOK/USD conditional on NESR3
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Figure 7. Causality measures between CAD/GBP and WTI oil price
(unconditional and conditional on S&P500 price)
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Figure 8. Causality measures between CERI and WTI oil price
(unconditional and conditional on S&P500 price)

Unconditional causality measures from WTI oil price to CERI
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Figure 9. Causality measures between AUD/JPY and gold price
(unconditional and conditional on S&P500 price)

Unconditional causality measures from gold price to AUDIJPY
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* Unconditional: W(t) = (Aeayp,spy (t),4 Pgoid(t))” andk = 8.
* Conditional:W(t) = (Aeayp,spy (t),4 Pgold(t), A psp(t))” andk = 8.

e Data: Daily AUD/JPY, gold price and S&P500 price are from 03/01/1986 16732015.
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Figure 10. Causality measures between AUD(TWI) and gold price
(unconditional and conditional on S&P500 price)
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Causality measures from gold price to AUD(TWI) conditional on S&P500 price
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* Unconditional:W(t) = (Aerwi (t),Apgald(t)) andk = 8.
« Conditional:W(t) = (Aerwi (t),Apgad(t), Apsp(t))’ andk = 8.

e Data: Daily AUD (TWI), gold price and S&P500 price are from 03/01/1988107/2015.
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Figure 11. Causality measures between CAD/USD and WTI oil price at 5teninu

(unconditional and conditional on S&P500 price)
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e Model: W(t) = my+ § W (t —i) 4+ u(t).
i=1

* Unconditional:W(t) = (Aecapusp(t),A poir (1))’ andk = 11.
* Conditional:W(t) = (Aecap/uso(t),A poil (1), Apsp(t))” andk = 11.

e Data: 5-minute CAD/USD, WTI oil price and S&P500 price are from 03/0150031/12/2009.
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Causality measures from WTI oil price to CAD/USD conditional on S&P500 price (5-minute)
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