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ABSTRACT

This special issue gathers a collection of articles presenting new advances in the field of resampling
methods in econometrics. Both exact (Monte Carlo tests) and improved asymptotic (bootstrap)
procedures are studied. A wide array of models and problems are studied: inference on nonlinear
models, limited dependent variables, GMM methods, nonparametric regression, time series analysis
(unit roots, cointegration, long memory), and specification tests (goodness-of-fit tests, autocorrela-
tion tests, conditional density functions).
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goodness-of-fit; conditional density.
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RESUME

Ce numéro spécial rassemble une collection d’articles présentant des résultats de recherche nou-
veaux sur I’utilisation de méthodes de rééchantillonnages en économétrie. Les techniques étudiées
couvrent a la fois des procédures exactes (tests de Monte Carlo) et des procédures asymptotiques
améliorées (bootstrap). Un large spectre de modeles et problemes est abordé: inférence sur des
modeles non-linéaires, variables dépendantes limitées, méthode des moments généralisée (GMM),
régression non-paramétrique, séries chronologiques (racines unitaires, cointégration, mémoire
longue), tests de spécification (tests d’ajustement, tests d’autocorrélation, fonctions de densité con-
ditionelles).

Mots-clefs: bootstrap,; test de Monte carlo; test exact; variable dépendante limitée; modele non-
linéaire; test de permutation; méthode des moments généralisée; séries chronologiques; racinn uni-
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Resampling is used in statistical analysis and econometrics for two main purposes. The first
one is to improve usual asymptotic approximations in situations where such approximations are
in principle valid but are not reliable in finite samples. The second one is to allow inference in
cases where an asymptotic distribution is not available or depends on unknown nuisance parameters
which are difficult to eliminate. Without the use of resampling methods, a different set of critical
values would have to be computed for each possible value of these nuisance parameters. In certain
cases, resampling can even lead to exact (randomized) tests and confidence sets (Monte Carlo tests),
whose level is fully controlled in finite samples, while in other ones considerable improvements can
be achieved with respect to usual asymptotic approximations (bootstrap), a feature which is often
demonstrated by showing “bootstrap refinements”.

Resampling methods are typically numerically intensive, thus making them more easily ap-
plicable in an environment with easier access to computing power. This heavy use of the computer
also explains in part the rapid explosion of academic research in recent years, most notably for
increasingly complex nonlinear and/or dynamic models. Yet, despite its tight link with comput-
ing technology, resampling has been around for much longer than the computer. The first use of
the bootstrap in economics that we are aware of is in a paper by Cowles (1933) in his analysis of
the performance of stock market forecasters where he used drawing cards to generate his random
samples from observed data. It is also interesting to note that Monte Carlo tests go back to Dwass
(1957) and Barnard (1963), while bootstrapping was subsequently introduced by Efron (1979).

This volume brings together many papers that were presented at a conference held under the
auspices of the Centre de Recherche et Développement en Economique (C.R.D.E.) which has now
become the Centre Interuniversitaire de Recherche en Economie Quantitative (C.LR.E.Q.) on Octo-
ber 13-14, 2001. The aim of the conference was to bring together applied and theoretical econome-
tricians and statisticians who work in this area. The conference program included 24 presentations,
including the 16 papers that appear in this issue. Many of the other contributions have been or will
be published in other journals of high quality (or even other issues of the journal).

The collection of papers in this issue are organized around four themes:

A. general issues on the reliability and power of resampling procedures in finite samples (Davidson
and MacKinnon; Dufour);

B. inference in nonlinear models and GMM estimation (Jouneau-Sion and Torres; Luger; Inoue
and Shintani; Hong and Scaillet; Yatchew and Hérdle);

C. unit roots, cointegration and long memory (Andrews, Lieberman, and Marmer; Chang, Park,
and Song; Davidson; Park; Parker, Paparoditis, and Politis);

D. specification tests (Corradi and Swanson; Hidalgo and Kreiss; Horowitz, Lobato, Nankervis,
and Savin; Li and Tcakz).

The ordering of the papers follows thematic considerations and does not in any way represent an
assessment of the relative merits of the contributions made. We shall now succinctly review the
contents of the special issue.



A. General issues on the reliability and power of resampling procedures in finite samples.
The first two papers (Davidson and MacKinnon; Dufour) deal with general issues associated with
the use of resampling methods in view of getting more reliable tests.

Davidson and MacKinnon study the problem of assessing the difference between a bootstrap
test and the “ideal” test based on the “true distribution™ of a test statistic. For that purpose, they
introduce the concept of bootstrap discrepancy, which measures the difference in rejection prob-
abilities between a bootstrap test and the corresponding “level-adjusted” asymptotic test. Under
fairly general conditions, they show that the bootstrap discrepancy converges to zero at the same
rate under the null hypothesis and under local alternatives (following a Pitman drift). If the test
statistic is not an exact pivot, critical values depend on which data-generating process (DGP) is
used to determine the null distribution. They propose using the DGP which minimizes the boot-
strap discrepancy. They also show that, under an asymptotic independence condition, the power of
both bootstrap and asymptotic tests can be estimated cheaply by simulation. Finally, the results are
illustrated by Monte Carlo simulations using a logit model.

The other paper considers the problem of building exact tests through resampling methods.
For that purpose, the paper reconsiders the technique of Monte Carlo (MC) tests [Dwass (1957),
Barnard (1963)], which allows perfect size control provided the test statistic can be simulated under
the null hypothesis (Hp). This approach is however restricted to test statistics whose distribution
is either continuous or discrete in specific ways. More importantly, the exactness result does not
hold when the null distribution depends on nuisance parameters, which appears quite restrictive in
econometric models. The paper extends this approach in two ways: first, by allowing for MC tests
based on exchangeable statistics whose form is completely arbitrary; second, by generalizing the
method to statistics whose null distributions involve nuisance parameters, which yields a technique
called maximized Monte Carlo (MMC) tests. This technique is applicable as soon as the test can be
simulated under H( given a finite number of parameters, and thus covers in principle all parametric
models as well as nonparametric (or semiparametric) models for which distribution-free statistics
are available (such as sign and rank statistics). The number of replications required may be quite
small (e.g., as low as 19 for a test with level 0.05) and the MMC maximization required may be
achieved by any algorithm applicable to non-differentiable functions (such as simulated annealing).
Simplified asymptotically justified versions of the MMC method are also proposed and it is shown
that they provide a simple way of dealing with nonstandard asymptotics (e.g., unit root asymptotics).

B. Inference in nonlinear models and GMM estimation. The next five papers study the appli-
cation of resampling methods to inference on nonlinear models and to GMM estimation. The first
two (Jouneau-Sion and Torres; Luger) propose exact methods, the next three consider asymptotic
resampling methods (Inoue and Shintani; Hong and Scaillet; Inoue and Shintani), while the last one
(Yatchew and Hérdle) considers a nonparametric regression setup.

Jouneau-Sion and Torres apply the MMC approach to dichotomous choice models with a latent
variable, in order to derive exact tests and confidence regions. In view of the fact that the MMC
method may require a difficult numerical optimization involving a nondifferentiable objective func-
tion, they show that the latter can be reduced in such models to a Mixed Integer Programming
problem, a class of problems recently introduced in the operations research literature. Powerful



algorithms are now available to solve such optimizations, such as the Branch-and-Bound algorithm.
The authors a numerical illustration of their method on a probit model. They also show that their
method can be extended to multinomial logit models, the Poisson counting models, and disequilib-
rium models.

The article by Luger proposes exact distribution-free tests for a possibly nonlinear regression
model with exchangeable disturbances, against one (or several) non-nested alternatives. The null
hypothesis sets the value of the parameters that appear in the regression, which is tested against a
(possibly) non-nested nonlinear alternative, using the J statistic proposed by Davidson and MacK-
innon (1981). For such statistics, it is well known that usual asymptotic approximations are quite
unreliable even under parametric distributional assumptions. Luger succeeds in getting exact proce-
dures by combining two techniques: first, a distribution-free procedure is obtained by considering
the permutational distribution of the .J statistic; second, in view of the complicated structure of the
null distribution of the test, the latter is implemented as a Monte Carlo test (taking into account the
discrete nature of the distribution). In this way, the severe size distortions which typically occur in
such contexts are completely eliminated. A simulation experiment confirms the reliability of the
new test procedure, and, overall, its power is practically identical to that of the size-corrected J test.
The proposed test procedure is illustrated with an empirical example on inflation dynamics.

Inoue and Shintani study the performance of an overlapping block bootstrap procedure applied
to GMM-based ¢t and J statistics in the context of an overidentified linear model (or an IV linear
regression), when the autocorrelation structure of the moment functions is unknown. When moment
functions are uncorrelated after finite lags, Hall and Horowitz (1996) showed that errors in the
rejection probabilities of the bootstrap tests are o(n '), where n is the sample size. However,
this rate does not hold in general with the HAC covariance matrix estimator, since it converges
at a nonparametric rate. By incorporating the HAC covariance matrix estimator in the Edgeworth
expansion of the distribution, the authors show that the bootstrap does indeed provide asymptotic
refinements when the characteristic exponent of the kernel function is greater than two. They also
present a small MC experiment illustrating the improvements associated with bootstrapping as well
as an application to the monetary policy reaction function in the united States.

The paper by Hong and Scaillet suggests an implementation of subsampling in nonlinear models
which is computationally attractive since it avoids the need for numerical optimization. The thrust
of the algorithm is to avoid numerical optimization by computing the scores on the subsampled data.
This is an idea that has already been used in the bootstrap literature; see, for example, Davidson and
MacKinnon (1999). The only requirement for the validity of this method is that the limiting distri-
bution of the estimator admits a linear representation asymptotically. The authors also demonstrate
that their method applies even when the rate of convergence of the estimator is unknown and needs
to be estimated as in Bertail, Politis and Romano (1999). Simulation results document the good
finite sample performance of the method even when usual subsampling is available and its great
potential in reducing computation time.

The paper by Yatchew and Hirdle discusses nonparametric estimation of functions under shape
constraints. This paper suggests an estimator that minimizes a quadratic form subject to a smooth-
ness condition. The authors replace this problem by an equivalent one that reduces to a least squares
projection onto representators. The authors then argue that shape constraints (such as monotonicity



and convexity) can be easily imposed in this framework. Finally, they propose tests for the validity
of these restrictions. Since asymptotic inference appears to be very unreliable, the authors suggest
using the bootstrap to improve inference in finite samples. The proposed method is applied to the
call function for European options. Economic theory entails constraints on the shape of this function
(monotonicity and convexity), but unless one makes strong assumptions, no precise functional form
emerges [as in the Black and Scholes (1973) pricing formula for example]. Ait-Sahalia and Duarte
(2003) have considered this problem with local polynomial estimators. Interestingly, the authors
find it useful to impose “tail” constraints restricting the state-price density (which is proportional to
the second derivative of the call function) to be unimodal. The procedure is finally illustrated by
estimating the relation between option prices and strike prices on German data.

C. Unit roots, cointegration and long memory. The next five papers study applications of re-
sampling techniques to linear models with highly dependent or nonstationary dynamics. The first
paper (Parker, Paparoditis and Politis) proposes a bootstrap-based unit root test. The next two
(Park; Andrews, Lieberman, and Marmer) consider inference in long memory and near-unit root
processes. Finally, the last two papers (Chang, Park, and Song; Davidson) consider cointegration
among nonstationary variables.

The paper by Parker, Paparoditis, and Politis develops a residual-based bootstrap test of the null
hypothesis of a unit root. The authors rely on the stationary bootstrap [Politis and Romano (1994)]
to resample the residuals and account for serial dependence in them. The resulting bootstrap sample
is generated by imposing the null hypothesis of a unit root by summing the resampled residuals,
and the validity of the procedure is established under general conditions. The authors describe in
detail the case where the autoregressive parameter is estimated by ordinary least squares and the
impact of assumptions on the deterministic component of the process. The new test is shown to
be consistent, and its power against standard local alternatives (shrinking towards the unit root at
rate n~!) is a function of an Ornstein-Uhlenbeck process. Further, this test dominates a procedure
based on differences suggested by Swensen (2003) in terms of local power. Simulation evidence
confirms this theoretical result but also finds that the bootstrap test based on differences suffers less
from over-rejection in the usual problematic case of a large negative MA root [Schwert (1989)].

Bootstrapping unit root processes is a very difficult problem. Basawa, Mallik, McCormick,
Reeves and Taylor (1991) have shown that the bootstrap typically fails in this case if it is based on
the estimated autoregressive parameter. However, the paper by Park develops a bootstrap theory for
autoregressive models with roots close to 1. The theoretical framework rests on roots that are local
to unity but converge towards 1 at a rate slower than the usual rate of n~! used for nonstationary
processes. Park defines such processes as weakly integrated. Park establishes that, contrary to
pure unit root processes, the bootstrap based on the estimated autoregressive model is generally
consistent for these weakly integrated processes. In addition, for statistics that are pivotal, the author
shows that the bootstrap will yield asymptotic refinements with the magnitude of these positively
related to the rate at which the autoregressive root converges to 1.

The paper by Andrews, Lieberman, and Marmer analyzes the behavior of the bootstrap for data
with long-memory. A series is called long memory (or fractionally integrated) if its autocorrela-
tion function decays at a hyperbolic rate for large lag values, i.e. p, ~ c1h?*' as j — oo for



some constant c;. The parameter d is called the memory parameter (or order of integration) since
it controls the rate of decay of the autocorrelation function for large lags. Processes with d > 1/2
are nonstationary. The results in this paper are restricted to Gaussian (stationary) processes with
d € (0,1/2) . For this case, the authors develop valid higher-order expansions which allow them to
show that the parametric bootstrap delivers asymptotic refinements compared to confidence inter-
vals built using the usual asymptotic normal distribution. Since maximum likelihood is very difficult
to compute in such a setup [see Sowell (1992) for example], two commonly-used approximate es-
timators are considered, the “plug-in” likelihood with the unknown mean replaced by the sample
mean and the”plug-in” Whittle likelihood. The paper finds the interesting result that the error in
coverage rates of one-sided confidence intervals is almost the same as the one for i.i.d. data shown
by Hall (1992). The only difference is a term of order In (n) which the authors conjecture is due to
their method of proof. This result is however not true for two-sided confidence intervals where the
improvement is smaller than the one for i.i.d. data.

The paper by Chang, Park, and Song analyzes the difficult problem of bootstrapping cointegrat-
ing regressions. Cointegration is imposed in the resampling procedure by bootstrapping the pairs
@ vt)/ where 4, are the residuals from the cointegrating regressions and v, are the first differences
of the regressors as suggested by Li and Maddala (1995). This paper uses a sieve bootstrap on
this vector which consists of fitting a VAR (p) process with the order p of the process increasing
with sample size. Thus, asymptotically, this approach can capture very general serial dependence.
In cointegrating regressions, it is known that standard OLS has an asymptotic distribution which
depends on nuisance parameters stemming from the presence of endogeneity and serial correlation
[see Park and Phillips (1988)]. Inference using this estimator is therefore very difficult. This paper
shows that the bootstrap as implemented above is valid in this case, which makes bias-correction
and inference using OLS possible. As is well known also, OLS is not the efficient estimator in this
case. The paper shows that the bootstrap is valid for the efficient estimators of Saikkonen (1991)
and Stock and Watson (1993) based on augmenting the regression with past, present, and future first
differences of the regressors (v;). Simulations demonstrate that the bootstrap is able to control size
for statistics based on either the OLS or the Saikkonen estimator.

Finally, the paper by Davidson considers various bootstrap tests of cointegration among frac-
tionally integrated processes. This paper considers fractional cointegration among nonstationary
processes, i.e. 1/2 < d < 3/2. The resampling is parametric in the sense that the it requires
the specification of the short-run dynamics via an error correction model. In addition to the usual
bootstrap, the author considers the double bootstrap and the fast double bootstrap of Davidson and
MacKinnon (2000). The paper investigates residual-based tests for the null of no cointegration and
the null of cointegration. Three statistics are considered: the Durbin-Watson statistic of the resid-
uals, the F' statistic of the first-stage regression, and the Kwiatkowski, Phillips, Schmidt and Shin
(1992) statistic. None of these statistics is asymptotically pivotal. Limited simulation experiments
show that all three statistics lead to tests that have good size in almost all cases considered. Sur-
prisingly at first, the double bootstrap does not improve uniformly relative to the performance of
the regular bootstrap. The author attributes this behavior to misspecification of the model used to
generate the bootstrap data: the simple bootstrap is less affected by possible misspecification than
the other methods. The author reassesses the finding of cointegration among consumption, labor



income, and net wealth documented by Lettau and Ludvigson (2001). The residuals from such a re-
gression, called the consumption-wealth ratio and denoted by cay, has been used to forecast future
returns on aggregate stock markets. Davidson concludes that the three variables share a fractional
cointegrating relation with each variable integrated of order greater than 1 and a linear combination
of them being integrated of order less than 1 (but still nonstationary).

D. Specification tests. The final four papers (Corradi and Swanson; Hidalgo and Kreiss;
Horowitz, Lobato, Nankervis, and Savin; Li and Tcakz) propose bootstrap procedures for testing
goodness-of-fit or, more generally, the specification of a model.

The paper by Corradi and Swanson study bootstrap versions of two tests of a conditional distri-
bution when the conditioning information is incomplete. This feature is called “dynamic misspeci-
fication” by the authors, and it induces dependence among the data transforms (such as conditional
probability integral transforms) used to construct the test statistics. The authors study two tests: a
version of the DGT test of Diebold, Gunther, and Tay (1998) based on fitted conditional empirical
distributions, and the CK test of Andrews (1997) which considers marginal empirical distribution
functions. Under strict stationarity and some additional regularity conditions on the shape of the
conditional distribution functions, Corradi and Swanson first establish the asymptotic distribution
of the test statistics involved, which can be characterized as Gaussian processes with covariance
kernels that reflect dynamic misspecification and parameter estimation error. Since these kernels in-
volve nuisance parameters, they propose a block-bootstrap approach and show that it is valid to first
order. Critical values are based on an extension of the empirical process version of the block boot-
strap to the case of non vanishing parameter estimation error. Finally, the authors present the results
of a Monte Carlo experiment which indicate that the finite-sample properties of their procedure are
satisfactory with sample sizes of 500 (or more) observations.

The paper by Hidalgo and Kreiss discusses goodness-of-fit tests for linear covariance-stationary
processes which include long-memory processes with d < 1/2. The proposed tests are set in the
frequency domain and involve the spectral distribution function, the integral of the spectral density
function. However, the limiting distribution of the proposed statistic is not pivotal and depends
on unknown nuisance parameters. The authors show the validity of a frequency domain bootstrap
which consists of resampling the periodogram. This procedure is natural given the test statistic used
and is valid since the periodogram computed at different frequencies is independent. A Monte-Carlo
experiment shows that test size is well controlled in finite samples. However, power is quite low for
persistent alternatives.

In their paper, Horowitz, Lobato, Nankervis, and Savin consider the problem of testing the null
hypothesis that the first K autocorrelations of a covariance stationary time series are zero, even if
other forms of dependence (such as nonlinear dependence) may be present. The test statistic is the
Box- Pierce based on the first K autocorrelations. Since the null hypothesis allows for statistical
dependence, the test statistic is not asymptotically pivotal. To deal with this problem they propose
using a double block-of-blocks bootstrap with prewhitening, which appears to be superior to the
block or stationary bootstrap. The authors also present a simulation experiment, which shows that
the performance of the procedure is quite satisfactory.

Finally, the paper by Li and Tcakz presents a new test for evaluating conditional density func-



tions for time-series data. The test statistic is based on the integral of the weighted squared distance
between a kernel estimate of the conditional density function and the conditional density under the
null hypothesis. The authors show that this statistic has a limiting standard normal distribution un-
der the null hypothesis and diverges under the alternative hypothesis, yielding a consistent test. As
with many such specification tests, the asymptotic distribution does not provide reliable inference
in samples of reasonable size. Moreover, the results are sensitive to the choice of smoothing para-
meter in the non-parametric kernel estimation of the conditional density. Thus, the authors rely on
the bootstrap to improve the behavior of the test. Simulation results show good size control for all
choices of the smoothing parameter considered. The model used is an Ornstein-Uhlenbeck process
as suggested to the interest rate model of Vasicek (1977). Power is analyzed by generating data
from a square-root process suggested as an alternative to the Vasicek model of Cox, Ingersoll and
Ross (1985). Power is good for samples as small as 50 and is not very sensitive to the choice of
smoothing parameter. The authors use the new test to reject two models of inflation and conclude
that monetary policy may be misguided if based on incorrect parametric assumptions.

Before closing, we want to take this opportunity to thank the editors of this journal, in particular
Cheng Hsiao, for their support and advice. Financial support for the conference and the preparation
of this special issue was provided by the Centre interuniversitaire de recherche en économomie
quantitative (CIREQ), the Canada Research Chair Program (Chair in Econometrics, Université de
Montréal), the Mathematics of Information Technology and Complex Systems (MITACS) Network
of Centres of Excellence, the Social Science and Humanities Research Council of Canada, the
Canadian Network of Centres of Excellence [program on Mathematics of Information Technology
and Complex Systems (MITACS)], the Institut de finance mathématique de Montréal (IFM2), the
Centre interuniversitaire de recherche en analyse des organisations (CIRANO), the Natural Sciences
and Engineering Research Council of Canada, the Fonds de recherche sur la société et la culture
(Québec), and the Fonds de recherche sur la nature et les technologies (Québec). Special thanks
go to the referees who devoted time and energy to the improvement of the papers in this volume.
Finally, the organizational skills of the staff at CRDE and CIREQ were invaluable in the organization
of the conference and the preparation of this issue. We want to express our gratitude to Sharon
Brewer Chantal Brunet, Marie-Christine Thirion, and Francine Martel.
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